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0
Preface

0.1
Purpose of this document

#1 This document is a generic Review and Test Plan document for use by IDA Projects. It provides guidance and template material which is intended to assist the relevant management or technical staff, whether client or supplier, in producing a project‑specific Review and Test Plan document. It is also useful background reading for anyone involved in developing or monitoring the IDA Management System (IDA‑MS).

0.2
Use of this document

#2 This Preface is addressed to the users of this generic document and is not meant to be retained in any project‑specific Review and Test Plan documents based on it.

#3 The remaining sections (numbered 1, 2, 3,…) constitute a template that should be used to construct the project-specific Review and Test Plan document. 

· Text in normal case is in the most part “boilerplate” that can be retained, amended or deleted in the document.

· Text in italics provides instructions on how to complete a section and should be removed once the section is written.

#4 The template should be used pragmatically, that is - where a section is not relevant it should be omitted. Conversely, the material contained in this document is not necessarily exhaustive; if there is a subject that is relevant to the IDA Project, but is not included in this document, it should still be included.

#5 This document has been prepared using MS Word 97.  The following variables are currently recorded as File “Properties” under MS Word.  They may be modified by that means or overwritten directly at each occurrence in the document, at the discretion of the user.  

a.  “Summary” Properties




Title
Type of document (i.e. Review and Test Plan)


Author
Author(s) of document


Keywords
Document reference (i.e. IDA-MS-RTP)

b.  “Custom” Properties




Proj Id
Short mnemonic of IDA Project (set, in this document, to “Project Id”)


Project
Full name of IDA Project (set, in this document, to “Template for IDA Project”)


Contr Id
Short identifier of contract (set, in this document, to “Contract Id”)


Contract
Full name of contract (set, in this document, to “Template for specific development”)


Version
Issue number (currently Issue 1)


Date
Date of document (currently 17 January 2001)

0.3
Overview

#6 This preface is for information only. 

#7 This preface will therefore not be retained in the project‑specific document.

#8 The remaining sections (numbered 1, 2, 3,…) constitute a template that should be used to construct the project-specific document. 

· Text in normal case is in the most part “boilerplate” that can be retained, amended or deleted in the document.

· Text in italics provides instructions on how to complete a section and should be removed once the section is written.

#9 The template should be used pragmatically, that is - where a section is not relevant it should be omitted. Conversely, the material contained in this document is not necessarily exhaustive; if there is a subject that is relevant to the project, but is not included in this document, it should still be included.

0.4
Testing within IDA

#10 IDA projects often vary in their complexity, objectives, architecture/technical solution and outcome. They cover many subject & geographic areas and often require interfaces to be established to many external systems. In trying to create a joined-up approach to facilitate European decision-making there are many issues to be addressed in smoothing the movement of data & information across IDA networks into Member State Administrations (MSAs), European Institutions and other participating organisations. These issues might include heterogeneous systems environments and rapid technological change.

#11 IDA projects often break new ground; creating links were none were in place before. Links to participants can sometimes be hard to specify and require detailed clarification as the project proceeds.  This often creates situations where specific aspects of the system requirements remain undefined at the start of the project. This is a by-product of the IDA programme and requires a specific response in the course of drafting the planned series of tests. The requirements for some of these systems will evolve as the project moves forward. Care therefore has to be taken with keeping the test plan under constant review to ensure that it addresses true requirements. 

#12 The testing approach adopted will also need to take into account that IDA projects can use differing technical solutions to provide the interworking between MSAs that is desired. Traditional ‘fat’ client approaches, where local processing resides in the MSA to draw out information that is then sent to a central server system for example in Luxembourg, may be replaced by moves towards a web-based system using ‘thin’ clients. 

#13 Test planning has to be carried out in such a way as to ensure an appropriate level of testing is done to reflect the nature of the aims of the project. A specific concern is the need to address the often-wide range of interfaces that IDA systems have to interwork with in their operational situation. The definition of how these interfaces, and the data flows across them, will be verified in a test environment are key elements of any test plan. 

#14 In setting out to highlight the need to take a positive approach to the planning of the testing that will be undertaken, this document seeks to ensure that many of the important issues involved in proposing a comprehensive and yet appropriate level of testing is carried out to assist the smooth introduction of the system under test into service.

0.5
Purpose of the Review and Test Plan

#15 In order to ensure that a system will conform to its specifications, a program of review and testing should be planned to cover the entire system development lifecycle.

#16 Throughout a project this involves 

a. tracing input requirements to their implementation;

b. reviewing or auditing of documents to ensure they meet the standards and requirements assigned to them
;

c. proving theorems used (if any). 

#17 During the latter stages it also involves the staged testing in detail of part and eventually the whole of a system to prove that it meets the requirements placed on it.

#18 This test plan defines the approaches, standards and procedures that are to be used in reviewing and testing the system or network under development. In addition to providing a top-level plan, it addresses issues such as where test datasets should be obtained from and what can be done to simulate the operational environment to prove the system before it moves into an operational situation.. This document attempts to set out the principles under which a test plan should be devised and then revised in the course of the project. 

#19 Details of actual tests to be conducted at each stage are specified later in the lifecycle. These are documented in the Test Specification document, and are not included in the Test Plan.

0.6
Evolution of this Plan

#20 This document is prepared during the early stages of the project to provide reviewers, testers etc. a framework to perform their duties. The plan should be checked at the end of each phase of the project, to ensure that it is sufficiently relevant, clear, and detailed, to allow the next phase to take place.

2 Introduction

2.1 Purpose

#21 This section should:

a. identify the project for which the Review and Test Plan is written;

b. briefly define the purpose of the Plan stating the part(s) of the lifecycle to which it applies (depending upon the selected Software Development Model);

c. identify the systems, subsystems & components to be verified, and the specifications that they are to be verified against;

d. outline the verification goals;

e. characterise the system that is to be tested; is it an n-tier system? Is it a real time system where referential integrity is important? Is it loosely or tightly coupled? This characterisation is important as it will drive many considerations of the way in which testing should be carried out both through the initial test cycle and subsequent test cycles as faults detected in the system are fixed. The characteristics of the Architecture are then something that needs to be carried forward into each stage of the testing.

f. address the way in which the plan will reflect the selected Software Development Model that is being used to ensure the software is developed appropriately to fulfil the needs of the IDA programme;

g. briefly describe specific aspects of the project in question and any particular factors that need to be taken into account in testing, such as to reflect differing software development models or the need to simulate the operational environment into which the software will have to be deployed, such as using a test harness and consider the implications of the technical solution – ‘fat’ client verses ‘thin’ client architectures etc;

h. identify any special cases that might apply to testing Commercial Off the Shelf (COTS) components or software supplied by MSAs;

i. address any standards that need to be used in the course of the testing, such as data exchange standards, e.g. GESMES;

j. specify the intended readers of this part of the Plan.

2.2 Applicable and Reference Documents

#22 This section should provide a complete list of all the applicable and reference documents.  Each document should be identified by title, author and date.  Each document should be marked as applicable or as reference material.  If appropriate, report number, journal name and publishing organisation should be included.

2.3 Definitions

#23 This section should provide the definitions of all terms, acronyms, and abbreviations used in the plan, or refer to other documents where the definitions can be found. 

3 Verification Overview

#24 This section should describe the organisation & processes involved, schedule, resources, responsibilities, tools, techniques and methods necessary to perform reviews, proofs, tracing and testing. 

3.1 Organisation & Processes Involved

#25 This section should describe the organisation of the review, proofs, tracing and testing activities for each phase.  This aspect of the planning for testing should be clear early on in the project to ensure people in the project team have time to prepare for these activities. 

#26 It should be made clear what processes should be followed to ensure the testing will achieve the desired objectives and that the system will be fit for the purpose for which it was built. The relationships of these processes to the other activities such as project management, development, configuration management and quality assurance should be described.

#27 Organisational details that should be included are:

· roles and responsibilities;

· reporting channels;

· levels of authority for resolving problems.

#28 The description should identify the people associated with the roles and highlight their terms of reference in the role.  Elsewhere the plan should only refer to roles.

#29 Much of the above information can sometimes be usefully summarised in table or an annotated organisation chart.

3.2 Master schedule

#30 This section should define the schedule for the review, proofs, tracing and testing activities in each phase. The information may be best presented in a table or a GANTT chart.

#31 Note that an important milestone should be the ‘Test Readiness’ review which should be undertaken prior to testing starting (see Appendix A).

3.3 Resources summary

#32 This section should summarise the resources needed to perform reviews, proofs, tracing and testing such as staff, computer facilities, and software tools. It may be useful to present this in the form of a table. A key element here in IDA projects will be to identify the data sources that are to be used to test the system.
 

3.4 Techniques and methods

#33 This section should identify the techniques and methods used for reviews, proofs, tracing and testing in each phase.  This will address the extent to which ‘black’ box or ‘white’ box testing is to be carried out at the system level. 

#34 It should address each aspect of the system that needs to be verified, taking into account its architecture and main characteristics
. For example, verification might need to cover

· functionality

· system installation and housekeeping

· concurrency and data integrity

· volumes and performance

· reliability and robustness

· security.

#35 Note that it might be necessary to develop test harnesses or configure automated testing tools (e.g. for simulating comms traffic, or for generating load from on-line users), and there will be a need to verify that these tools function correctly before using them in the verification of the system itself.

4 Verification Administrative Procedures

4.1 Anomaly reporting and resolution

#36 The procedure for reporting and resolving anomalies found during the reviews, proofs, tracing and testing activities and the criteria for activating the anomaly reporting and resolution process should be defined here. The process by which anomalies are ranked in some order of priority to be addressed is crucial as the planning for any subsequent testing cycle would need to cater for the work involved in solving any agreed list of priority faults.

4.2 Task iteration policy

#37 This section should define the criteria for deciding whether a task should be repeated when a change has been made. The approach will reflect the assessment of the characteristics of the system as it will differ depending upon the nature of the solution that has been devised; for example, a tightly-coupled system might require a different approach to a loosely-coupled system.

#38 The criteria may include assessments of the scope of a change, the criticality of the function(s) affected, and any quality effects. In testing terms this is very important, as an assessment needs to be made of which elements of the system may be impacted by a change. The Task Iteration Policy would have to address how to proceed in the event that there are areas which would be clearly unaffected by a change.  It is possible that either these can be missed out in any subsequent testing cycle or that a small number of tests that are considered representative of those needed to establish that the system operation has not fundamentally changed can be identified.

#39 This section may also need to refer to the development contract or specification agreed with the developer which might include agreed criteria for re-tests.

4.3 Deviation policy

#40 This section should describe the policy for deviating from the plan, and define the levels of authorisation required for the approval of deviations.  The information required for deviations should include task identification, deviation rationale and the effect on software quality.

4.4 Control procedures

#41 This section should identify the configuration management controls for the outputs of review, proofs, tracing and testing.  Adequate assurance that they are secure from accidental or deliberate alteration is required. An important facet of this will be the archive policy for the test results from both the initial phase of testing and any subsequent testing that is carried out as the system moves on into service and is maintained.

4.5 Standards, practices and conventions

#42 This section should identify the standards, practices and conventions that govern review, proof, tracing and testing tasks, including internal organisational standards, practices and policies.

5 Verification Activities

#43 This section should describe the procedures for review, proof, tracing, and testing activities.

5.1 Tracing

#44 This section should describe the process for tracing each part of the inputs to the outputs, and vice-versa i.e.: 

· Forwards traceability - which requires that each input to a phase shall be traceable to an output of that phase, and should demonstrate completeness. 

· Backwards traceability – which requires that each output of a phase shall be traceable to an input to that phase.

5.2 Formal proofs

#45 This section should define or reference the methods and procedures used (if any) for proving theorems about the behaviour of the software. The approach here will be heavily influenced by the characterisation of the system outlined at the early stage of the project when the Architecture of the system has been established. 

#46 Key aspects of the formal proofs will be to look at how stable the system is and how it will react under different failure modes. A line failure or data failure should not create an unstable system. Equally formal proofs may also have to address security issues where possible ‘penetration testing’ might need to be carried out to ensure the systems are not vulnerable to attack from malicious users.

5.3 Reviews

#47 This section should define or reference the methods and procedures used for technical reviews, walkthroughs, software inspections and audits. It may be appropriate to refer to the IDA-MS Guidance on Reviews (IDA-MS-REV).

#48 A list of the reviews, walkthroughs and audits that will take place during each phase and identify the roles of the people participating in them, should also be identified here.

5.4 Tests

#49 This section should define or reference the methods and procedures used for testing.

#50 The section should define the level of testing to be carried out for each phase. The level of testing that might be expected is shown below:

· Unit Testing - Full Design Requirements Coverage (Black Box), and in cases where code is critical full statement coverage as well.

· Integration Testing - Exercising all interfaces, and all parameters

· System Testing - Coverage of all requirements from the System Requirement

· Acceptance - Coverage of all requirements from the User Requirement Document

6 Test Reporting

#51 This section should describe how the results of implementing the plan will be documented.  This will depend upon the Software Development Model selected for the project.  

#52 This aspect of the work should recognise that testing is rarely a singular event and that this will be true for IDA related developments. Systems often go through cycles of testing and whilst a set of reports may be required for the first cycle of testing they may not all be required in future cycles. It may be that after a number of cycles of testing, over a period of several years, a system may only require a single report, such as the Test report, to be generated. Types of reports that might be generated for a classical waterfall based project include:

· summary report for the phase;

· technical review report;

· walkthrough report;

· audit report.

· test report

#53 The Summary Report for the phase may be between five and ten pages in length. It would cover the major points drawn out from the testing. It is suggested that the report be structured with a single highlight sheet at the front based on a small commentary and a table that will show key areas where successful testing has been completed and areas where concern must be documented. The report should also address any issues that arose from external dependencies that may have affected the schedule. In IDA projects there may be specific factors that need to be highlighted such as delays to obtaining data to be used for the testing etc.

#54 A Technical Review Report would focus in greater detail on any technical issues that had arisen from the testing. This might address performance issues and any likely indicators from the testing as to the nature of the problems, bottlenecks etc., and possible solutions. 

#55 The Walkthrough Report would contain the results of a visual inspection of the code involved in the project. This may be carried out randomly in the code to provide checks of the quality of documentation and to ensure that particular failure modes that might arise from the normal use of the system, such as a communications line fault, can be handled in an orderly way by the software.

#56 The Audit Report would provide a view from the standpoint of the entire system documentation supporting the introduction of the system into service. It would assess from an independent viewpoint to what extent the testing was likely to cover all of the possible operating modes that the software may enter.

#57 The Test Report could contain a review of the outcomes of the testing. It could contain statistical evidence of particular failures, assessing them from the viewpoint of their severity and impact upon operational performance. Failures could be assigned to a category that indicates the need to resolve the problem highlighted in the testing and the urgency with which it should be addressed; for example, a system rating failure modes from a grade A fault, which means that the system is incapable of operating effectively, through to a grade E fault, which is assessed has having no impact upon the operational use of the system. It is suggested that this is the one report that is always generated as a result of entering another cycle of testing.

#58 In contrast if it is felt appropriate to adopt a RAD approach to the software development programme then other documents will be more appropriate. RAD is likely to be used on less complex systems where one is initially developing a pilot system prior to going into an operational environment.

#59 In this case reports might be generated at the end of each ‘Timebox’ as a summary of the failures detected and the nature of the impact on the operational system and any requirements that emerge to be included in the next ‘timebox’. At the end of the project a standard set of reports, such as those proposed for the Waterfall approach, should be generated taking into account any intermediate results taken as snapshots at the end of each timebox. 

#60 If the ‘V’ Software Development Model is used then it will be important to reflect the nature of the verification that needs to take place at each stage of the development cycle. Anomaly reports should be attached to the appropriate verification report at each stage of the process. 

A
Test Readiness Reviews

#61 At this review the results of various other stages of review, such as code walkthroughs, module & subsystem testing should be considered and the log of the processes undertaken to place the software under configuration control. 

#62 It is important that such a review is held as often IDA programmes are quite complex and require many MSAs to be drawn together to develop the schedule and be involved in ensuring that their part of the overall system, such as a specific communications link, is installed. 

#63 It is suggested that a checklist be drawn up of the items that should feature in the ‘test readiness’ review. These would include:

· Architecture characteristics assessment

· Results of module tests

· Results of Subsystem tests

· Results of any testing on the test harness – if required

· Details of the processes used in placing the software under configuration control

· Results of the analysis of faults that have been fixed since the last cycle of system testing.

#64 The actual process followed will have to reflect the approach being taken to the development of the system, the chosen Software Development Model, and the characteristics of the architecture of the solution. 

#65 In the case where the ‘waterfall’ approach is being used this process will need to be undertaken a small number of times as the system cycles through testing, faults being identified, those faults being repaired and then re-submitting the system for further testing. In the case where RAD is used this process will be more superficial as each ‘timebox’ comes to a close. 

#66 Reviews of large systems should be broken down by subsystems.  During the design phase, critical design reviews of subsystems should be held when the subsystem is ready, not when all subsystems have been designed.
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� 	This does not just mean a superficial check that document standards have been adhered to. For example, for a design document, there is a need to verify that the design is efficient and robust and will generate a system that meets the requirements placed upon it.


� 	Project participants (MSAs, agencies, etc) may require time to assemble specific test data and the data that will be required should be notified to participating MSAs several months in advance of the scheduled start of the tests. The media on which the test data should be supplied will also need to be identified. Ideally a test sample of data should be drawn off MSAs systems to prove that the data is being provided in the right form.


� 	For example, an IDA project might require a central server system to be fed by many geographically located ‘client’ systems. These might be ‘fat’ clients with a high degree of local processing of data held in a local database, that needs to transmit information into a central server or to another MSA via that central server. Alternatively it might employ a ‘thin’ client architecture where the client provides a browser front end to the server and uploads data using attachments to emails etc. The approaches to testing this system could differ quite significantly depending on the architecture employed.
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