Problem Statement

Our customer has a server computer that they back up to magnetic tape on a nightly and weekly basis. This server averages 23 gigabytes of operating system, programs and data. Daily backups handle those files that change on a day-by-day basis, and the entire server is backed up once per week. Unfortunately the complete back ups require the server to be placed in “single user” mode, making the server unusable by the engineering staff. The weekly back ups are currently taking roughly 15 hours. This interferes with the engineering staff’s use of the servers during the morning shift.

The magnetic tape units being used are Seagate Scorpion DDS-3 tape drives. The Scorpion is specified to have a 66-megabyte (MB) per minute back up speed when in non-compression mode and 132 MB/min in compression mode. Back of the envelope calculation determined that the Scorpion default settings were only providing a 22 MB/minute rate.

Goal / Objective Statement

Upon questioning, the customer stated two related objectives. First, if the back ups take less than 8 hours they can be completed overnight, removing any interference to the engineering staff. Second, the customer would like the servers to be “as available as possible.” Given the current 15-hour back up time, the current maximum possible availability is about 92%. The customer chose 95% when asked to state an acceptable availability.

Projected Business Benefits

The largest predicted benefit of changing the back ups from 15 hours to 8 or fewer hours is allowing the engineering staff to work uninterrupted during the Monday morning shift. Lacking hard numbers, we assumed a single person engineering team, being 100% distracted for a period of 7 hours. Eliminating this situation would represent a roughly $55K/year savings.

Design

Factors

Research into the Scorpion tape drive and tape back up in general yielded three likely factors for improvement: The compression setting, the size of data blocks being saved to tape, and the size of the operating system buffer feeding the tape drive. 

The compression setting was an on/off setting that allowed the tape drive to perform hardware data compression on the data before saving it to tape. Software data compression, performed by the server, was also possible, but was rejected due to potential problems restoring partially corrupted data. 

Research found much lore and literature regarding the size of data blocks for tape back up. It essentially came down to: blocks that were too small, wasted time and space due to writing too many block separators on the tape, and blocks that were too big wasted media. Trials performed prior to the start of the main experiment showed that the default setting of 512 bytes/block was atrocious. We chose a 4 KB/block for our low level and 64 KB/block for our high level.

Research also found that optimizing the operating system First-In/First-Out (FIFO) buffer that fed the tape drive could also yield an increase in speed. The ‘man’ page for the tape archive program used indicated that an optimal value for the FIFO buffer could yield a 5% increase in speed. We used the system default of 4 MB as our low value and 256 MB as our high value.

Effects

Since there was no way to directly measure the tape back up speed, we chose to measure how long it took to back up a representative sample of the server’s data. The operating system provided ‘time’ utility was perfect for this measurement. The ‘time’ utility shows the user exactly how long any given process takes, measured in seconds, on the computer. 

We chose the ‘/usr/local’ directory as a representative sample of the data on the server. The ‘/usr/local’ directory contained roughly 722 MB of combined text, data and executable files. Choosing a directory like ‘/usr/lib’ would have been too heavy on the executable file side and ‘/home’ would have been too heavy on the text and data side.

To minimize outside influences, the computer was placed into “single user” mode and no other tasking was allowed during the experimental runs. 

Design

Three main issues drove our consideration of the design of this experiment. First, we wanted to minimize the experiment’s disruption to the engineering staff by keeping it to an overnight period if possible. Second, seeing that the literature claimed a 5% improvement due to FIFO buffer size, a design that gave higher “power” was favored. Finally, being new to Design of Experiments (DOE), we wanted a fairly straightforward design for our first foray. 

Back of the envelope calculations showed that, in the worst case, we could perform 14 runs in 8 hours. This meant that either the 23 full factorial design with two replications or the 23 full factorial with center points design was feasible.
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We opted to go with the 23 full factorial design with two replications due to its higher “power” and due to the complicating issue of center points with a binary factor. The design is given in table 1 below:

Confounding

Our selection of a 23 full factorial design meant that confounding was not an issue with this experiment.

Data

A ‘bash’ shell script, provided in an appendix, was created to automate the experiment execution and data collection. (The experiment was running overnight after all…)  The data collected is presented in table 1 on the previous page. The data ranged from a maximum of 1245 seconds to a minimum of 344 seconds. 

Analysis

DOE

The data was analyzed using the MiniTab statistical software package. The results of the analysis of the experiment are presented in MiniTab format below:

Fractional Factorial Fit: Time versus Compression, Block Size, FIFO Size

Estimated Effects and Coefficients for Time (coded units)

Term                           Effect      Coef         P
Constant                                  783.6     0.000

Compression                    -265.0    -132.5     0.000

Block Size                     -603.2    -301.6     0.000
FIFO Size                        -7.0      -3.5     0.398

Compress*Block Si                -8.8      -4.4     0.290

Compress*FIFO Siz                 2.4       1.2     0.765

Block Si*FIFO Siz                 9.0       4.5     0.280

Compress*Block Si*FIFO Siz       -2.3      -1.1     0.779
We used an alpha of 0.10 because we wanted to be conservative in rejecting possibly significant main and interaction effects. With an alpha of 0.10, only the Compression setting and the block size factors were statistically significant (a p value of less than 0.10). A Pareto chart of the effects is shown in figure 1 on the following page.

The initial analysis showed that the high level of data block size and compression on was the best combination. Since the FIFO buffer size didn’t matter we decided to leave it at the 4 MB system default.

[image: image3.wmf]Compression

Block Size

FIFO Size

Time

(on/off)

(KB)

(MB)

(sec)

0

4096

4

1245.04

1

4096

4

982.62

0

65536

4

618.03

1

65536

4

344.26

0

4096

256

1206.41

1

4096

256

961.87

0

65536

256

620.15

1

65536

256

345.61

0

4096

4

1202.22

1

4096

4

943.03

0

65536

4

617.95

1

65536

4

343.86

0

4096

256

1199.57

1

4096

256

941.16

0

65536

256

619.67

1

65536

256

346.92


[image: image4.wmf]7

0

6

0

5

0

4

0

3

0

2

0

1

0

0

B

A

B

C

A

B

C

A

C

A

B

C

P

a

r

e

t

o

 

C

h

a

r

t

 

o

f

 

t

h

e

 

S

t

a

n

d

a

r

d

i

z

e

d

 

E

f

f

e

c

t

s

(

r

e

s

p

o

n

s

e

 

i

s

 

T

i

m

e

,

 

A

l

p

h

a

 

=

 

.

1

0

)

A

:

C

o

m

p

r

e

s

s

B

:

B

l

o

c

k

 

S

i

C

:

F

I

F

O

 

S

i

z


Residuals

A linear regression model was created for the compression and data block factors. The residuals were analyzed by plotting them in a variety of ways. One example is given in figure 2 below.
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Note that the residual measurements range from –20 to 30, they are being subtracted from an effect of 340-1200. We felt reasonably comfortable that the residuals were within normal bounds. No resources were available to investigate the two potential outliers in the upper right-hand corner of the graph. 

Optimization

Once we had determined that the compression and data block size were the important factors, we wanted to determine the optimum data block size. Hardware architecture experience led us to use factor of 2 (i.e. 1,2,4,8,16,32…) step sizes. Another automated test run generated the data shown in figure 3 below:


We determined that a data block size of 32 KB was optimal.

Conclusions

By setting the Scorpion tape drive’s back up parameters to compression on, 32 KB data blocks and 4 MB FIFO buffer size, we were able to increase the back up speed from 22 MB/min to 126 MB/min. This speed increase allowed the complete back up to be done in about 3 hours. This is much shorter than the target goal of 8 hours. The maximum possible availability changes from 92% to 98%. 

Appendix

This appendix contains the ‘bash’ script used to automate the execution of the experiment and the collection of the data.

#!/bin/bash

export PATH=$PATH:/usr/local/bin

export DOE_FILENAME=doe3.csv

#set up the tape drive

#variable number of bytes per block

mt -f /dev/st0 setblk 0

#put the tape back at the beginning

mt -f /dev/st0 rewind

date >> $DOE_FILENAME 

echo "startup"

echo "startup +
+
+" >> $DOE_FILENAME

#+
+
+

mt -f /dev/st0 datcompression on

/usr/bin/time -o $DOE_FILENAME -a -f "%e, %S, %U" star -c bs=64k  fs=256m  -f /dev/nst0 .

sleep 30

echo "1"

#+
+
+

mt -f /dev/st0 datcompression on

/usr/bin/time -o $DOE_FILENAME -a -f "%e, %S, %U" star -c bs=64k  fs=256m  -f /dev/nst0 .

sleep 30

echo "2"

#-
+
+

mt -f /dev/st0 datcompression off

/usr/bin/time -o $DOE_FILENAME -a -f "%e, %S, %U" star -c bs=64k  fs=256m  -f /dev/nst0 .

sleep 30

echo "3"

#-
-
-

mt -f /dev/st0 datcompression off

/usr/bin/time -o $DOE_FILENAME -a -f "%e, %S, %U" star -c bs=4k fs=4m  -f /dev/nst0 .

sleep 30

echo "4"

#-
+
-

mt -f /dev/st0 datcompression off

/usr/bin/time -o $DOE_FILENAME -a -f "%e, %S, %U" star -c bs=64k  fs=4m  -f /dev/nst0 .

sleep 30

echo "5"

#+
-
-

mt -f /dev/st0 datcompression on

/usr/bin/time -o $DOE_FILENAME -a -f "%e, %S, %U" star -c bs=4k  fs=4m  -f /dev/nst0 .

sleep 30

echo "6"

#+
-
+

mt -f /dev/st0 datcompression on

/usr/bin/time -o $DOE_FILENAME -a -f "%e, %S, %U" star -c bs=4k  fs=256m  -f /dev/nst0 .

sleep 30

echo "7"

#+
-
-

mt -f /dev/st0 datcompression on

/usr/bin/time -o $DOE_FILENAME -a -f "%e, %S, %U" star -c bs=4k  fs=4m  -f /dev/nst0 .

sleep 30

echo "8"

#-
+
-

mt -f /dev/st0 datcompression off

/usr/bin/time -o $DOE_FILENAME -a -f "%e, %S, %U" star -c bs=64k  fs=4m  -f /dev/nst0 .

sleep 30

echo "9"

#+
+
-

mt -f /dev/st0 datcompression on

/usr/bin/time -o $DOE_FILENAME -a -f "%e, %S, %U" star -c bs=64k  fs=4m  -f /dev/nst0 .

sleep 30

echo "10"

#-
-
-

mt -f /dev/st0 datcompression off

/usr/bin/time -o $DOE_FILENAME -a -f "%e, %S, %U" star -c bs=4k  fs=4m  -f /dev/nst0 .

sleep 30

echo "11"

#-
-
+

mt -f /dev/st0 datcompression off

/usr/bin/time -o $DOE_FILENAME -a -f "%e, %S, %U" star -c bs=4k  fs=256m  -f /dev/nst0 .

sleep 30

echo "12"

#+
+
+

mt -f /dev/st0 datcompression on

/usr/bin/time -o $DOE_FILENAME -a -f "%e, %S, %U" star -c bs=64k  fs=256m  -f /dev/nst0 .

sleep 30

echo "13"

#+
+
-

mt -f /dev/st0 datcompression on

/usr/bin/time -o $DOE_FILENAME -a -f "%e, %S, %U" star -c bs=64k  fs=4m  -f /dev/nst0 .

sleep 30

echo "14"

#+
-
+

mt -f /dev/st0 datcompression on

/usr/bin/time -o $DOE_FILENAME -a -f "%e, %S, %U" star -c bs=4k  fs=256m  -f /dev/nst0 .

sleep 30

echo "15"

#-
-
+

mt -f /dev/st0 datcompression off

/usr/bin/time -o $DOE_FILENAME -a -f "%e, %S, %U" star -c bs=4k  fs=256m  -f /dev/nst0 .

sleep 30

echo "16"

#-
+
+

mt -f /dev/st0 datcompression off

/usr/bin/time -o $DOE_FILENAME -a -f "%e, %S, %U" star -c bs=64k  fs=256m  -f /dev/nst0 .

sleep 30

echo "shutdown"

echo "shutdown -
+
+" >> $DOE_FILENAME

#-
+
+

mt -f /dev/st0 datcompression off

/usr/bin/time -o $DOE_FILENAME -a -f "%e, %S, %U" star -c bs=64k  fs=256m  -f /dev/nst0 .

echo "done"
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